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(57) Abstract: Iterative approaches to quantum computation are described. Incongruities in the behavior of the various individual
elements in a quantum processor may be managed by establishing a set of equivalent configurations for the elements of the quan-
tum processor. The quantum processor is programmed and operated using each equivalent configuration to determine a set of so-
Iutions. The solutions are evaluated to determine a preferred solution that best satisfies at least one criterion. Furthermore, thermo-
dynamic effects from operating a quantum processor at non-absolute zero temperature can cause the ground state to be the most
probable state into which the system will settle. By running multiple iterations the ground state may be identified as the state with
the most frequent reoccurrences. Alternatively, the energy of each unique state may be calculated and the state that corresponds to
the lowest energy may be returned as the solution to the problem.
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SYSTEMS AND METHODS FOR QUANTUM COMPUTATION USING REAL
PHYSICAL HARDWARE

CROSS REFERENCE TO RELATED APPLICATIONS

This application claims benefit under 35 U.S.C. 119(e) of US
Provisional Patent Application Serial No. 61/220,860, filed June 26, 2009 and
entitled “Systems and Methods for Realizing Fault Tolerance in Physical Quantum
Computing Hardware,” and US Provisional Patent Application Serial No.
61/239,917, filed September 4, 2009 and entitled “Systems and Methods for
Adiabatic Quantum Computation in the Presence of Non-Absolute Zero

Temperature,” each of which is incorporated herein by reference in its entirety.

BACKGROUND

Field

The present systems and methods generally relate to quantum

computation and specifically relate to superconducting quantum computation and

implementations of adiabatic quantum computation and/or quantum annealing.

Superconducting Qubits

There are many different hardware and software approaches under
consideration for use in quantum computers. One hardware approach employs
integrated circuits formed of superconducting material, such as aluminum and/or
niobium, to define superconducting qubits. Superconducting qubits can be
separated into several categories depending on the physical property used to
encode information. For example, they may be separated into charge, flux and
phase devices. Charge devices store and manipulate information in the charge
states of the device; flux devices store and manipulate information in a variable

related to the magnetic flux through some part of the device; and phase devices
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store and manipulate information in a variable related to the difference in
superconducting phase between two regions of the phase device.

Many different forms of superconducting flux qubits have been
implemented in the art, but all successful implementations generally include a
superconducting loop (i.e., a “qubit loop”) that is interrupted by at least one
Josephson junction. Some embodiments implement multiple Josephson junctions
connected either in series or in parallel (i.e., a compound Josephson junction) and
some embodiments implement multiple superconducting loops.

Quantum Processor

A computer processor may take the form of an analog processor, for
instance a quantum processor such as a superconducting quantum processor. A
superconducting quantum processor may include a number of qubits and
associated local bias devices, for instance two or more superconducting qubits.
Further detail and embodiments of exemplary quantum processors that may be
used in conjunction with the present systems and methods are described in US
Patent Publication No. 2006-0225165 (now U.S. patent 7,533,068), US Patent
Publication 2008-0176750, US Patent Application Serial No. 12/266,378 published
as U.S. Patent Publication 2009-0121215, and PCT Patent Application Serial No.
PCT/US09/37984 published as PCT Patent Publication 2009-120638.

Adiabatic Quantum Computation

Adiabatic quantum computation typically involves evolving a system
from a known initial Hamiltonian (the Hamiltonian being an operator whose
eigenvalues are the allowed energies of the system) to a final Hamiltonian by

gradually changing the Hamiltonian. A simple example of an adiabatic evolution is:

H,=(1-s)H, +sH;
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where H; is the initial Hamiltonian, Hs is the final Hamiltonian, H, is
the evolution or instantaneous Hamiltonian, and s is an evolution coefficient which
controls the rate of evolution. As the system evolves, the coefficient s goes from 0
to 1 such that at the beginning (i.e., s = 0) the evolution Hamiltonian He is equal to
the initial Hamiltonian H; and at the end (i.e., s = 1) the evolution Hamiltonian H, is
equal to the final Hamiltonian H;. Before the evolution begins, the system is
typically initialized in a ground state of the initial Hamiltonian H; and the goal is to

evolve the system in such a way that the system ends up in a ground state of the

" “final Hamiltonian Hr at the end of the evolution. If the evolution is too fast, then the

system can be excited to a higher energy state, such as the first excited state. In
the present systems and methods, an “adiabatic” evolution is considered to be an

evolution that satisfies the adiabatic condition:
$|<11dH, /ds|0) = &8> (s)

where s is the time derivative of s, g(s) is the difference in energy between the
ground state and first excited state of the system (also referred to herein as the
“gap size”) as a function of s, and & is a coefficient much less than 1.

The evolution process in adiabatic quantum computing may
sometimes be referred to as annealing. The rate that s changes, sometimes
referred to as an evolution or annealing schedule, is normally slow enough that the
system is always in the instantaneous ground state of the evolution Hamiltonian
during the evolution, and transitions at anti-crossings (i.e., when the gap size is
smallest) are avoided. Further details on adiabatic quantum computing systems,
methods, and apparatus are described in US Patent No. 7,135,701.

To date, the development of adiabatic quantum computation has
mostly been restricted to an idealized model in absolute zero temperature. In
accordance with an aspect of the present systems and methods, the practical

implementation of a physical adiabatic quantum processor in the presence of non-
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absolute zero temperature may cause the operation of the system to stray away

from the idealized model.

Quantum Annealing

Quantum annealing is a computation method that may be used to
find a low-energy state, typically preferably the ground state, of a system. Similar
in concept to classical annealing, the method relies on the underlying principle that

natural systems tend towards lower energy states because lower energy states are

““more stable. However, while classical annealing uses classical thermal

fluctuations to guide a system to its global energy minimum, quantum annealing
may use quantum effects, such as quantum tunneling, to reach a global energy
minimum more accurately and/or more quickly. It is known that the solution to a
hard problem, such as a combinatorial optimization problem, may be encoded in
the ground state of a system Hamiltonian and therefore quantum annealing may
be used to find the solution to such hard problems. Adiabatic quantum
computation is a special case of quantum annealing for which the system, ideally,
begins and remains in its ground state throughout an adiabatic evolution. Thus,
those of skill in the art will appreciate that quantum annealing systems and
methods may generally be implemented on an adiabatic quantum computer, and
vice versa. Throughout this specification and the appended claims, any reference
to quantum annealing is intended to encompass adiabatic quantum computation
unless the context requires otherwise.

Quantum annealing is an algorithm that uses quantum mechanics as
a source of disorder during the annealing process. The optimization problem is
encoded in a Hamiltonian Hp, and the algorithm introduces strong quantum
fluctuations by adding a disordering Hamiltonian Hp that does not commute with

Hp. An example case is:

H,=H,+TH,,
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where I changes from a large value to substantially zero during the
evolution and He may be thought of as an evolution Hamiltonian similar to He
described in the context of adiabatic quantum computation above. The disorder is
slowly removed by removing Hp (i.e., reducing I'). Thus, quantum annealing is
similar to adiabatic quantum computation in that the system starts with an initial
Hamiltonian and evolves through an evolution Hamiltonian to a final “problem”
Hamiltonian He whose ground state encodes a solution to the problem. If the

evolution is slow enough, the system will typically settle in a local minimum close

“to the exact solution; the slower the evolution, the better the solution that will be

achieved. The performance of the computation may be assessed via the residual
energy (distance from exact solution using the objective function) versus evolution
time. The computation time is the time required to generate a residual energy
below some acceptable threshold value. In quantum annealing, Hr may encode
an optimization problem and therefore Hp may be diagonal in the subspace of the
qubits that encode the solution, but the system does not necessarily stay in the
ground state at all times. The energy landscape of Hp may be crafted so that its
global minimum is the answer to the problem to be solved, and low-lying local
minima are good approximations.

The gradual reduction of T in quantum annealing may follow a
defined schedule known as an annealing schedule. Unlike traditional forms of
adiabatic quantum computation where the system begins and remains in its
ground state throughout the evolution, in quantum annealing the system may not

remain in its ground state throughout the entire annealing schedule. As such,

’quantum annealing may be implemented as a heuristic technique, where low-

energy states with energy near that of the ground state may provide approximate

solutions to the problem.
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BRIEF SUMMARY

A method of using a quantum processor to determine a solution to a
problem, wherein the quantum processor includes a plurality of elements, may be
summarized as generating a representation of the problem using a first computer
processor; programming the elements of the quantum processor in a first
configuration that embodies the representation of the problem; operating the
quantum processor in the first configuration to determine a first solution to the

problem; storing the first solution to the problem; programming the elements of the

“quantum processor in a second configuration that embodies the representation of

the problem, wherein the second configuration is different from the first
configuration such that at least one element of the quantum processor is
programmed differently in the second configuration compared to the first
configuration; and operating the quantum processor in the second configuration to
determine a second solution to the problem. Operating the quantum processor
may include performing at least one of an adiabatic quantum computation and an
implementation of quantum anneali'ng. Programming the elements of the quantum
processor in a second configuration may include programming the quantum
processor in the second configuration that is at least one of a rotation of the first
configuration or a reflection of the first configuration.

In some embodiments, the method may include determining a first
preferred solution to the problem by comparing the second solution to the first
solution, wherein the first preferred solution to the problem includes the one of the
first solution and the second solution that best satisfies at least one criterion. In
such embodiments, the method may include storing the first preferred solution to
the problem; programming the elements of the quantum processor in at least one
additional configuration that embodies the representation of the problem, wherein
the at least one additional configuration is different from both the first configuration
and the second configuration such that at least one element of the quantum

processor is programmed differently in the at least one additional configuration
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compared to both the first configuration and the second configuration; operating
the quantum processor in the at least one additional configuration to determine at
least one additional solution fo the problem; and determining a second preferred
solution to the problem by comparing the at least one additional solution to the first
preferred solution, wherein the second preferred solution to the problem includes
the one of the at least one additional solution and the first preferred solution that
best satisfies at least one criterion.

In some embodiments, the method may include storing the second

““solution to the problem; programming the elements of the quantum processor in at

least one additional configuration that embodies the representation of the problem,
wherein the at least one additional configuration is different from both the first
configuration and the second configuration such that at least one element of the
quantum processor is programmed differently in the at least one additional
configuration compared to both the first configuration and the second
configuration; and operating the quantum processor in the at least one additional
configuration to determine at least one additional solution to the problem. In such
embodiments, the method may include determining a preferred solution to the
problem by comparing the first solution, the second solution, and the at least one
additional solution, wherein the preferred solution to the problem includes the one
of the first solution, the second solution, and the at least one additional solution
that best satisfies at least one criterion.

A processor system may be summarized as including a quantum
processor comprising a plurality of elements; an operational subsystem including a
plurality of programming interfaces operable to program the plurality of elements,
the operational subsystem configured to program the plurality of elements of the
quantum processor in a first configuration that embodies a problem, operate the
quantum processor in the first configuration to determine a first solution to the
problem, program the plurality of elements of the quantum processor in a second

configuration that embodies the problem, wherein the second configuration is
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different from the first configuration such that at least one element of the quantum
processor is programmed differently in the second configuration compared to the
first configuration, and operate the quantum processor in the second configuration
to determine a second solution to the problem; and a read out subsystem
configured to read out the first solution to the problem, store the first solution to the
problem, and read out the second solution to the problem. The quantum
processor may include a superconducting quantum processor and at least one

element may be selected from the group consisting of a superconducting flux
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qubit, a superconducting charge qubit, a superconducting phase qubit, and a
superconducting coupler.

A method of operating a quantum processor may be summarized as
programming the quantum processor in a first configuration that embodies a
problem; performing a first quantum computation using the quantum processor in
the first configuration to determine a first solution to the problem; storing the first
solution to the problem; programming the quantum processor in a second
configuration that embodies the problem, wherein the second configuration is
different from the first configuration; and performing a second quantum
computation using the quantum processor in the second configuration to determine
a second solution to the problem. Performing a first quantum computation may
include performing at least one of an adiabatic quantum computation and an
implementation of quantum annealing, and performing a second quantum
computation may include performing at least one of an adiabatic quantum
computation and an implementation of quantum annealing. Programming the
quantum processor in a second configuration that embodies the problem may
include programming the quantum processor in the second configuration that is at
least one of a rotation of the first configuration or a reflection of the first
configuration.

In some embodiments, the method may include determining a first

preferred solution to the problem by comparing the second solution to the first
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solution, wherein the first preferred solution to the problem includes the one of the
first solution and the second solution that best satisfies at least one criterion. IN
such embodiments, the method may include storing the first preferred solution to
the problem; programming the quantum processor in at least one additional
configuration that embodies the problem, wherein the at least one additional
configuration is different from both the first configuration and the second
configuration; performing at least one additional quantum computation using the

quantum processor in the at least one additional configuration to determine at least

" one additional solution to the problem; and determining a second preferred

solution to the problem by comparing the at least one additional solution to the first
preferred solution, wherein the second preferred solution to the problem includes
the one of the at least one additional solution and the first preferred solution that
best satisfies at least one criterion.

In some embodiments, the method may include storing the second
solution to the problem; programming the quantum processor in at least one
additional configuration that embodies the problem, wherein the at least one
additional configuration is different from both the first configuration and the second
configuration; and performing at least one additional quantum computation using
the quantum processor in the at least one additional configuration to determine at
least one additional solution to the problem. In such embodiments, the method
may include determining a preferred solution to the problem by comparing the first
solution; the second solution, and the at least one additional solution, wherein the
preferred solution to the problem includes the one of the first solution, the second
solution, and the at least one additional solution that best satisfies at least one
criterion.

A processor system may be summarized as including a quantum
processor; an operational subsystem including a plurality of programming
interfaces operable to program the quantum processor, the operational subsystem

configured to program the quantum processor in a first configuration that embodies
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a problem, perform a first quantum computation using the quantum processor in
the first configuration to determine a first solution to the problem, program the
quantum processor in a second configuration that embodies the problem, wherein
the second configuration is different from the first configuration, and perform a
second quantum computation using the quantum processor in the second
configuration to determine a second solution to the problem; and a read out
subsystem configured to read out the first solution to the problem, store the first

solution to the problem, and read out the second solution to the problem. The
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quantum processor may include a superconducting quantum processor having at
least one element selected from the group consisting of a superconducting flux
qubit, a superconducting charge qubit, a superconducting phase qubit, and a
superconducting coupler.

A method of using a quantum processor to determine a solution to a
problem, wherein the quantum processor includes a plurality of elements, may be
summarized as determining a set of at least two equivalent configurations for the
elements of the quantum processor, wherein each configuration in the set of
equivalent configurations represents the problem; and for each respective
configuration: programming the elements of the quantum processor in the
configuration; operating the quantum processor in the configuration to determine a
solution to the problem; and storing the solution to the problem. In some
embodiments, the method may include determining a preferred solution to the
problem, wherein the preferred solution includes the solution that best satisfies at
least one criterion. Operating {he quantum processor may include performing at
least one of an adiabatic quantum computation and an implementation of quantum
annealing.

A processor system may be summarized as including a quantum
processor comprising a plurality of elements; an operational subsystem including a
plurality of programming interfaces operable to program the plurality of elements,

the operational subsystem configured to iteratively operate the quantum processor

10
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by, for each iteration, programming the elements of the quantum processor in a
respective configuration from a set of equivalent configurations that represent a
problem, and performing a quantum computation to determine a respective
solution to the problem corresponding to each respective configuration; and a read
out subsystem configured to read out and store each respective solution to the
problem. The quantum processor may include a superconducting quantum
processor having at least one element selected from the group consisting of a

superconducting flux qubit, a superconducting charge qubit, a superconducting
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A method for solving a problem using a quantum system that
includes a plurality of qubits may be summarized as including A) initializing the
quantum system in a first configuration embodying an initialization Hamiltonian H;
B) evolving the quantum system until the quantum system is described by a
second configuration embodying a problem Hamiltonian Hp; C) reading out a state
of the quantum system; D) storing the state of the quantum system in a computer-
readable medium; E) repeating acts A) through D) at least N times, where N> 1, to
produce a set of N stored states, wherein at least two of the stored states in the set
of N stored states are identical to one another such that the set of N stored states
consists of M unique states, where M < N;; F) identifying a state that occurs most
frequently among the set of N stored states by a computer processor; and G)
returning the state that occurs most frequently as a solution to the problem.

The method may further include generating a probability distribution
describing the number of occurrences of each of the M unique states in the set of
N stored states by the computer processor, wherein identifying a state that occurs
most frequently among the set of N stored states includes identifying a state
having a highest probability in the probability distribution. The problem
Hamiltonian Hp may include a ground state, and wherein the state that occurs
most frequently among the set of N stored states may correspond to the ground

state. The quantum system may include evolving the quantum system at a non-

11
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absolute zero temperature T, and wherein the problem Hamiltonian Hp includes a
ground state having an energy E¢ and a set of excited energy states each having a
respective energy Ex in the range Eg < Ex < Eg + 100kgT, and wherein the state
that occurs most frequently among the set of N stored states may correspond to
one of the excited energy states from the set of excited energy states. Evolving
the quantum system may include evolving the quantum system at a non-absolute
zero temperature T, and wherein the problem Hamiltonian Hp may include a

ground state having an energy Eg and a set of excited energy states each having a

““respeciive energy Ex in the range Eg < Ex < Eg + 3kgT, and wherein the state that

occurs most frequently among the set of N stored states may correspond to one of
the excited energy states from the set of excited energy states. The problem
Hamiltonian Hp may include a ground state, a first excited state, and a second
excited state, and wherein the state that occurs most frequently among the set of
N stored states may correspond to one of the ground state, the first excited state,
and the second excited state. Evolving the quantum system until the quantum
system may be described by a second configuration embodying a problem
Hamiltonian Hp includes evolving the quantum system until the quantum system
may be described by one of a plurality of second configurations, wherein each
second configuration in the plurality of second configurations may represent a
different embodiment of the same problem Hamiltonian Hp.

A problem-solving system may be summarized as including a
quantum processor comprising a plurality of elements; an operational subsystem
including a plurality of programming interfaces operable to program the plurality of
elements, the operational subsystem configured to: initialize the quantum
processor in a first configuration embodying an initialization Hamiltonian H;; evolve
the quantum processor until the quantum system is described by a second
configuration embodying a problem Hamiltonian Hp; and repeat the initialization
and evolution of the quantum processor for at least N iterations, where N> 1; a

read out subsystem configured to read out a state of the quantum processor in a
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second configuration for each of the N iterations; and a computer processor
configured to: store the state of the quantum processor for each of the N iterations,
thereby producing a set of N stored states, wherein at least two stored states in the
set of N stored states are identical to one another such that the set of N stored
states consists of M unique states, where M < N, identify a state that occurs most
frequently among the set of N stored states; and return the state that occurs most
frequently. The quantum processor may a superconducting quantum processor
comprising superconducting qubits.

- ““Amethod for solving a problem using a quantum system comprising
a plurality of qubits may be summarized as including initializing the quantum
system in a first configuration embodying an initialization Hamiltonian H;; evolving
the quantum system until it is described by a second configuration embodying a
problem Hamiltonian Hp; reading out a state of the quantum system; storing the
state of the quantum system in a computer-readable medium; repeating the
initializing the quantum system, the evolving the quantum system, the reading out
the state of the quantum system and the storing the state of the quantum system
at least N times, where N > 1, thereby producing a set of N stored states, of which
at least M are unique states, where M < N;; evaluating a respective energy
corresponding to each of the M unique states using a computer processor;
identifying a state that has a lowest corresponding energy among the M unique
states; and returning the state that has the lowest corresponding energy as a
solution to the problem. The problem Hamiltonian Hr may include a ground state,
and wherein the state that has the lowest corresponding energy among the M
unique states corresponds to the ground state. Evolving the quantum system may
include evolving the quantum system at a non-absolute zero temperature T, and
wherein the problem Hamiltonian Hp may include a ground state having an energy
Es and a set of excited energy states each having a respective energy Ex in the
range Eg < Ex < Eg + 100ksT, and wherein the state that has \the lowest

corresponding energy among the M unique states may correspond to one of the

13
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excited energy states from the set of excited energy states. Evolving the quantum
system may include evolving the quantum system at a non-absolute zero
temperature T, and wherein the problem Hamiltonian Hp may include a ground
state having an energy Eg and a set of excited energy states each having a
respective energy Ex in the range Eg < Ex < Eg + 3kgT, and wherein the state that
has the lowest corresponding energy among the M unique states may correspond
to one of the excited energy states from the set of excited energy states. The
problem Hamiltonian Her may include a ground state, a first excited state, and a
'second excited state, and wherein the state that has the lowest corresponding
energy among the M unique states may correspond to one of the ground state, the
first excited state, and the second excited state. Evolving the quantum system
until the quantum system may be described by a second configuration-embodying
a problem Hamiltonian Hp includes evolving the quantum system until it may be
described by one of a plurality of second configurations, wherein each second
configuration in the plurality of second configurations may represent a different
embodiment of the same problem Hamiltonian Hp.

A problem-solving system may be summarized as including a
quantum processor comprising a plurality of elements; an operational subsystem
including a plurality of programming interfaces operable to program the plurality of
elements, the operational subsystem configured to: initialize the quantum
processor in a first configuration embodying an initialization Hamiltonian H;; evolve
the quantum processor until it is described by a second configuration embodying a
problem Hamiltonian Hp; and repeat the initialization and evolution of the quantum
system for at least N iterations, where N > 1; a read out subsystem configured to
read out a state of the quantum processor in a second configuration for each of the
N iterations; and a computer processor configured to: store the state of the
quantum processor for each of the N iterations, thereby producing a set of N
stored states, of which at least M are unique states, where M < N, evaluate a

respective energy corresponding to each of the M unique states; identify a state

14
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that has a lowest corresponding energy among the M unique states; and return the
state that has the lowest corresponding energy.
The quantum processor 'may be a superconducting quantum

processor comprising superconducting qubits.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWING(S)
In the drawings, identical reference numbers identify similar elements

or acts. The sizes and relative positions of elements in the drawings are not
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necessarily drawn to scale. For example, the shapes of various elements and
angles are not drawn to scale, and some of these elements are arbitrarily enlarged
and positioned to improve drawing legibility. Further, the particular shapes of the
elements as drawn are not intended to convey any information regarding the actual
shape of the particular elements, and have been solely selected for ease of
recognition in the drawings.

Figure 1 is a schematic diagram of an exemplary quantum processor
that is programmed‘in a first configuration.

Figure 2 is a schematic diagram of an exemplary quantum processor
that is programmed in a second configuration in accordance with the present
systems and methods.

Figure 3 is a schematic diagram of a quantum processor that is
programmed in a third configuration in accordance with the present systems and
methods.

Figure 4 is a flow-diagram of an embodiment of a method of using a
quantum processor to determine a solution to a problem.

Figure 5 is a flow-diagram of an embodiment of a method of using a
quantum processor to determine a solution to a problem.

Figure 6 is a schematic diagram of a portion of a conventional
superconducting quantum processor designed for quantum annealing (and/or

adiabatic quantum computation).

15
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Figure 7 is a flow-diagram of a method for solving a problem using a
quantum system comprising a plurality of qubits in accordance with an
embodiment of the present systems and methods.

Figure 8 is a flow-diagram of a method for solving a problem using a
quantum system comprising a plurality of qubits in accordance with another

embodiment of the present systems and methods.

DETAILED DESCRIPTION
" Inthe following description, some specific details are included to
provide a thorough understanding of various disclosed embodiments. One skilled
in the relevant art, however, will recognize that embodiments may be practiced
without one or more of these specific details, or with other methods, components,
materials, etc. In other instances, well-known structures associated with quantum
processors, such as quantum devices, coupling devices, and control systems
including microprocessors and drive circuitry have not been shown or described in
detail to avoid unnecessarily obscuring descriptions of the embodiments of the
present systems and methods. Throughout this specification and the appended
claims, the words “element” and “elements” are used to encompass, but are not
limited to, all such structures, systems and devices associated with quantum
processors, as well as their related programmable parameters.

Unless the context requires otherwise, throughout the specification
and claims which follow, the word “comprise” and variations thereof, such as,
“comprises” and “comprising” are {o be construed in an open, inclusive sense, that
is as “including, but not limited to.”

Reference throughout this specification to “one embodiment,” or “an
embodiment,” or “another embodiment” means that a particular referent feature,
structure, or characteristic described in connection with the embodiment is
included in at least one embodiment. Thus, the appearances of the phrases “in

one embodiment,” or “in an embodiment,” or “another embodiment” in various
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places throughout this specification are not necessarily all referring to the same
embodiment. Furthermore, the particular features, structures, or characteristics
may be combined in any suitable manner in one or more embodiments.

It should be noted that, as used in this specification and the
appended claims, the singular forms "a," "aAn," and "the" include plural referents
unless the content clearly dictates otherwise. Thus, for example, reference to a
problem-solving system including "a quantum processor" includes a single

quantum processor, or two or more quantum processors. It should also be noted

~~~that the term "or" is generally employed in its sense including "and/or" unless the
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content clearly dictates otherwise.

The headings provided herein are for convenience only and do not
interpret the scope or meaning of the embodiments.

In accordance with an aspect of the present systems and methods,
new techniques for realizing fault tolerance in physical quantum computing
hardware are described. These techniques are based on the fact that in real
physical quantum computing hardware discrepancies exist between devices that
are otherwise generally conceived of as being identical. Such discrepancies can
influence the operation of a quantum processor by causing incongruent elements
(e.g., incongruent qubits and/or incongruent couplers) to behave in different ways
from one another and/or from expected. Throughout this specification, the term
“incongruent” is often used to describe an element, or a pair or a set of elements,
of a quantum processor. This term is used to denote an element, or a pair or a set
of elements, for which parametric, physical, and/or environmental discrepancies
exist such that the element does not behave as expected, or the pair or set of
elements do not behave identically to one another. In common conceptions of
quantum computing hardware, all elements of the same type (e.g., all qubits and
all couplers, etc.) are typically treated as being nominally identical. However, in
practice all elements of the same type in a real physical quantum processor may

not be identical. For example, non-uniformities and/or variations in the processes
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used to fabricate the elements of a quantum processor can produce incongruent
elements. Similarly, non-uniformities in the environment of the quantum
processor, such as gradients in temperature and/or magnetic field, as well as
localized sources of noise, can cause at least some of the elements of a quantum
processor to be incongruent. 4

Many different approaches to quantum computing exist, including but
not limited to: gate model quantum computing, circuit model quantum computing,

adiabatic quantum computing, quantum annealing, topological quantum

~computing, and cluster-state quantum computing. Regardless of the specific

approach employed, a quantum processor may generally be used to determine a
solution to a computational problem by programming the elements of the quantum
processor in a configuration that encodes or represents the problem and evolving
the elements of the quantum processor to provide a solution to the problem.
Programming the elements of a duantum processor in a configuration that encodes
or represents a problem typically involves encoding information in each respective
element of the quantum processor. For example, programming the elements of a
quantum processor in a configuration that encodes or represents a problem may
involve encoding information in each respective qubit and encoding information in
each respective coupler to effect relationships between various pairs, sets, and/or
subsets of coupled qubits. Throughout this specification and the appended claims,
the term “configuration” is often used to describe a programmed state of a
quantum processor and/or a programmed state of the elements of a quantum
processor. This term is used to denote a particular assignment of programmed
information among the elements of a quantum processor. Thus, in a first
configuration each element (e.g., each qubit and each coupler) in a quantum
processor may be programmed to encode a first respective piece of information,
and in a second configuration each element may be programmed to encode a
second respective piece of information. In some embodiments, a second

configuration may differ from a first configuration in that a second piece of
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information encoded in at least one element of the quantum processor in the
second configuration is different from a first piece of information encoded in the
same element in the first configuration.

Figure 1 shows an exemplary quantum processor 100 that is
programmed in a first configuration. Quantum processor 100 includes sixteen
qubits 101-116 and forty-two couplers 120 (only one called out in the Figure)
arranged in a nearest-neighbor plus next-nearest-neighbor coupling lattice

architecture. The information encoded in the first configuration of quantum

- processor 100 is represented by the relative line-widths used to illustrate each
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qubit 101-116 and each coupler 120 in the Figure. For example, the first
configuration of quantum processor 100 has qubit 101 programmed to encode
information that corresponds to a thick line-width and coupled, by a relationship
corresponding to a thick line-width, to qubit 102 which is itself programmed to
encode information that corresponds to a relatively thin line-width. In a similar
way, each element (i.e., each qubit 101-116 and each coupler 120) in quantum
processor 100 is programmed to encode information consistent with the illustrated
first configuration.

Those of skill in the art will appreciate that a quantum processor may
comprise any number of elements (e.g., any number of qubits and any number of
couplers) arranged according to any coupling architecture. The number and
architecture of elements depicted in quantum processor 100 are used for
illustrative purposes only and are in no way intended to limit the scope of the
present systems and methods.

The first configuration of quantum processor 100 may, for example,
encode or represent a computational problem for which a soiution is desired. Such
a configuration may be programmed using an operational subsystem of quantum
processor 100 which may, for example, include element-specific programming
interfaces and a local memory administration system in accordance with US Patent

Publication 2008-0215850. The translation between a configuration of quantum
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processor 100 and a computational problem may be generated using a computer
processor, such as a classical digital computer processor. The classical digital
computer processor may be used to generate a representation of the problem that
maps to the quantum processor, such as a graphical representation, a binary
representation, a quadratic unconstrained binary optimization representation, an
Ising model representation, and the like.

In accordance with the present systems and methods, multiple

equivalent configurations of a quantum processor may be used to represent the
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“same computational problem. Throughout this specification and the appended

claims, the term “equivalent” is used to describe a pair or a set of different
configurations that describe the same problem. For example, if a first configuration
of the elements of a quantum processor and a second configuration of the
elements of a quantum processor both describe the same problem, then the two
configurations are said to be “equivalent configurations.” The fact that equivalent
configurations exist for any given problem is well understood in the art and is of
little value to theoreticians who assume that all the elements in a quantum
processor are nominally identical. However, the idea that equivalent
configurations can be used to realize a degree of fault tolerance in quantum
computing becomes apparent when real physical quantum computing hardware is
studied.

In general, most theoretical conceptions of quantum computing
assume that all of the processor elements of the same type (e.g., all of the qubits
and all of the couplers, etc.) behave nominally identically to one another. If this
were indeed the case, then equivalent configurations of the quantum processor
would produce equivalent solutions when a quantum computation is performed. In
practice, however, incongruent elements exist in physical quantum computing
hardware and these incongruent elements can cause discrepancies between the
solutions produced by equivalent configurations of the quantum processor. In

accordance with the present systems and methods, a degree of fault tolerance
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may be realized in quantum computation by iteratively operating a quantum
processor with each iteration implementing a respective one of a plurality of
equivalent configurations.

Figure 2 shows an exemplary quantum processor 200 that is
programmed in a second configuration. Quantum processor 200 includes sixteen
qubits 201-216 and forty-two couplers 220 (only one called out in the Figure)
arranged in a nearest-neighbor plus next-nearest-neighbor coupling lattice

architecture. Quantum processor 200 is substantially similar to quantum processor

100 from Figure 1; the only difference being the quantum processor 200 is

programmed in a second configuration while quantum processor 100 is
programmed in a first configuration. In accordance with the present systems and
methods, the first configuration shown in Figure 1 and the second configuration

shown in Figure 2 are equivalent configurations of the same problem. Specifically,

the second configuration illustrated in Figure 2 embodies the first configuration of

Figure 1 rotated counter-clockwise by 90°, such that the information encoded in
qubit 101 in the first configuration of Figure 1 is encoded in qubit 213 in the second
configuration of Figure 2, and so on. A counter-clockwise rotation of 90° is used
here to illustrate how é first configuration and a second configuration may be
equivalent to one another. Those of skill in the art will appreciate that similarly
equivalent configurations may be achieved with the illustrated processor

architecture using counter-clockwise rotations of 180° and 270°, or clockwise

“rotations of 90°, 180°, and 270°. Furthermore, different processor architectures

may realize equivalent configurations by different degrees and/or directions of
rotation.

If all of the qubits (qubits 101-116 and 201-216) in the quantum
processor (quantum processors 100 and 200, respectively) behaved nominally
identically to one another, then one would expect the second configuration
illustrated in Figure 2 to produce the same solution as the first configuration

illustrated in Figure 1. However, if at least one qubit (or, similarly, at least one
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coupler) in the quantum processor is incongruent then the solution produced using
the second configuration may differ from the solution produced using the first
configuration. For example, if qubits 101 and 102 in quantum processor 100
(corresponding to qubits 201 and 202 in quantum processor 200) are incongruent
5 with one another, then respectively programming these two qubits to encode

information in a second configuration (Figure 2) may produce a different solution
than respectively programming these two qubits to encode information in a first
configuration (Figure 1). In accordance with the present systems and methods, a

~quantum processor may be operated iteratively to examine a set of equivalent

10  configurations (e.g., all equivalent configurations) and the best solution may be
selected.

The purpose of Figure 2 is to illustrate how a rotation of a first
configuration can produce a second configuration that is equivalent to the first
configuration. Similarly, a reflection of a first configuration may be used to produce

15 an equivalent configuration.

Figure 3 shows a quantum processor 300 that is programmed in a
third configuration. Quantum processor 300 includes sixteen qubits 301-316 and
forty-two couplers 320 (only one called out in the Figure) arranged in a nearest-
neighbor plus next-nearest-neighbor coupling lattice architecture. Quantum

20 processor 300 is substantially similar to quantum processor 100 from Figure 1; the
only difference being that quantum processor 300 is programmed in a third
configuration while quantum processor 100 is programmed in a first configuration.
In accordance with the present systems and methods, the first configuration shown
in Figure 1 and the third configuration shown in Figure 3 are equivalent

25 configurations of the same problem. Specifically, the third configuration illustrated
in Figure 3 embodies the first configuration of Figure 1 reflected about a vertical
axis parallel to a perimeter of the quantum processor, such that the information
encoded in qubit 101 in the first configuration is encoded in qubit 304 in the third

configuration, and so on. A vertical reflection is used here to illustrate how a first
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configuration and a third configuration may be equivalent to one another. Those of
skill in the art will appreciate that similarly equivalent configurations may be
achieved with the illustrated processor architecture using a horizontal reflection

and/or a combination of a reflection and a rotation. Furthermore, different

Those of skill in the art will appreciate that the humber of available

equivalent configurations, and the techniques by which equivalent configurations

“may be established, are highly dependent on the nature and architecture of the

quantum processor being implemented. For example, the number of available
equivalent configurations is influenced, at least in part, by the connectivity and
coupling-scheme implemented in a quantum processor. A processor with high
connectivity (i.e., each qubit is coupled to a large humber of other qubits) may yield
more equivalent configurations than a processor with low connectivity. Similarly, a
processor with substantially uniform connectivity may yield more equivalent

configurations than a processor with non-uniform or heterogeneous connectivity.

technigues other than rotation and/or reflection, such as, for example, by shifting
all qubits over one position, shifting all qubits over two positions, and so on.

The purpose of Figures 1-3 is to show examples of equivalent
configurations and to illustrate some techniques by which equivalent configurations
may be established. In accordance with the present systems and methods, such
equivalent configurations can be used to realize a degree of fault tolerance in

quantum computing when operating physical quantum computing hardware that

5 processor architectures may realize equivalent configurations by different
reflections about different axes.
10
15
For some processors, equivalent configurations may be produced using
20
25 includes incongruent elements.

Figure 4 shows a method 400 of using a quantum processor to
determine a solution to a problem, according to one illustrated embodiment.
Method 400 includes seven acts 401-407, though those of skill in the art will

appreciate that in alternative embodiments additional acts or steps may be
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included or omitted in various applications of method 400. At 401, a
representation of the problem is generated. The representation may include, for
example, a graphical representation, a binary representation, a quadratic
unconstrained binary optimization representation, an Ising model representation,
and the like. In some embodiments, the representation of the problem may be
generated using a computer processor, such as a classical digital computer
processor. At 402, the elements of the quantum processor are programmed in a

first configuration that embodies the representation of the problem. In some
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‘embodiments, this programming may be achieved using an operational subsystem

including a plurality of element-specific programming interfaces. At 403, the
quantum processor is operated in the first configuration to determine a first solution
to the problem. Operating the quantum processor may include, for example,
performing a quantum computation such as an adiabatic quantum computation or
an implementation of quantum annealing. Determining a first solution to the
problem may include reading out the first solution to the problem. In some
embodiments, the quantum processor may include a read out subsystem
configured to read out the first solution to the problem. At 404, the first solution to
the problem is stored. In some embodiments, the first solution to the problem may
be stored in a readable/writable memory of a computer processor, such as a
classical digital computer processor. In some embodiments, a read out subsystem
may be configured to store the first solution to the problem. At 405, the elements
of the quantum processor are re-programmed in a second configuration that
embodies the representation of the problem, where the second configuration is
different from the first configuration. In some embodiments, the first and second
Vconfigurations are both equivalent configurations of the same problem, such that
the second configuration differs from the first configuration by having at least one
element of the quantum processor programmed differently in the second
configuration compared to the programming of the same element in the first

configuration. At 406, the quantum processor is operated in the second
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configuration to determine a second solution to the problem, where operating the
quantum processor may again include performing a quantum computation, such as
an adiabatic quantum computation or an implementation of quantum annealing.
Determining a second solution to the problem may include reading out the second
solution to the problem. In some embodiments, the quantum processor may
include a read out subsystem configured to read out the second solution to the

problem. At 407, the second solution to the problem as determined in act 406 is

- compared to the first solution to the problem as determined in act 403. In some
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“embodiments, the first and second solutions are individually assessed in terms of
at least one criterion to determine which of the two solutions best satisfies the at
least one criterion. For example, the at least one criterion may include a measure
of the accuracy of the solution, or any measure (depending on the nature of the
problem) indicative of a quality of the solution. In some embodiments, the one of
the first solution and the second solution that best satisfies the at least one
criterion is returned as the preferred solution to the problem.

In some embodiments of method 400, acts 405-407 may be repeated
for at least one additional equivalent configuration to determine at least one
additional solution to the problem. In such embodiments, the act of determining a
preferred solution by comparing each additional solution to the previous solution
may be performed in each iteration, with the preferred solution being stored and
the other solution (i.e., the solution that has not been identified as the preferred
solution) being discarded. Alternatively, each additional solution may be stored
until all of the solutions have been determined, and then the preferred solution may
be determined by evaluating all of the stored solutions in terms of the at least one
criterion.

Figure 5 shows a method 500 of using a quantum processor to
determine a solution to a problem, according to one illustrated embodiment.
Method 500 includes three main acts 501-503 and three sub-acts 521-523, though

those of skill in the art will appreciate that in alternative embodiments additional
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acts or steps may be included or omitted in various applications of method 500. At
501, a set of equivalent configurations for the elements of the quantum processor
is determined, where each configuration in the set of equivalent configurations
represents the problem. In some embodiments, the set of equivalent
configurations may be generated using a computer processor, such as a classical
digital computer processor.

In method 500, act 502 represents the initiation of an iteration cycle

comprising a set of sub-acts 521-523 performed using a quantum processor. At
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in the set of equivalent configurations determined in act 501. For each
configuration, the elements of the quantum processor are programmed in the
configuration at 521; the quantum processor is operated in the configuration to
determine a solution to the problem at 522; and the solution to the problem is
stored at 523. As previously described, the elements of the quantum processor
may be programmed using, for example, an operational subsystem comprising a
plurality of programming interfaces and operating the quantum processor may
include performing a quantum computation, such as an adiabatic quantum
computation or an implementation of quantum annealing. In some embodiments,
storing the solutions at 523 may include storing the solutions using a
readable/writable memory of a computer processor, such as a classical digital
computer processor.

Act 502 of method 500 concludes when sub-acts 521-523 have been
performed for each configuration in the set of equivalent configurations determined
at 501. At this point, method 500 proceeds to act 503, where the set of stored
solutions resulting from the multiple iterations of sub-act 523 are evaluated to
determine the preferred solution. As previously described, the preferred solution
may include the solution that best satisfies at least one criterion. For example, the
at least one criterion may include a measure of the accuracy of the solution, or any

measure (depending on the nature of the problem) indicative of a quality of the
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solution. In some embodiments, the at least one criterion may denote a solution
that represents an average, mean or median of two or more solutions resulting
from the respective configurations or iterations. For instance, a solution that is
arrived at for the most configurations or iterations, or to which the solutions of the
most configurations or iterations are closest or approach. In some embodiments, a
quality of each solution may readily be evaluated and the preferred solution may
be identified as the particular solution that most embodies or best achieves the

quality, regardless of the number of configurations that produce that solution. For
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instance, a particular configuration may produce a particular solution that is-
preferred over any other solution produced by any other configuration. For
example, in applications for which the problem being solved is an optimization
problem, the preferred solution may be the particular solution that best satisfies the
optimization objective, whether this particular solution is produced by a plurality of
equivalent configurations or a single equivalent configuration. The quality of each
solution to an optimization problem may readily be checked by evaluating the
optimization objective for each solution. Thus, in some embodiments, the
preferred solution need only appear once throughout a plurality of iterations;
whereas in other embodiments, the preferred solution may be the solution that
occurs most frequently among all the iterations.

Throughout this specification and the appended claims, the term
“quantum processor” is used to generally describe a collection of qubits (e.g.,
qubits 101 and 102) and couplers (e.g., coupler 120). Similarly, the term
“operational subsystem” is used to generally describe the programming elements
included in a quantum processor and other associated control circuitry or
instructions. As previously described, the programming elements of the
operational subsystem may communicate with a programming system which may
be separate from the quantum processor or included locally on the processor.

In accordance with the present systems and methods, the solution

obtained when operating a quantum processor to solve a computational problem

27



WO 2010/151581 PCT/US2010/039643

may be improved if the quantum processor is operated for a plurality of iterations
with each iteration implementing a different equivalent configuration representing
the same problem. Due to incongruities in the elements of a quantum processor
(arising, for example, from physical, parametric, and/or environmental
discrepancies), a particular configuration may produce a better solution than an
equivalent configuration representing the same problem. Thus, this approach is
particularly well-suited to reduce the negative impacts of incongruities in the

elements of a quantum processor, theréby realizing a degree of fault tolerance in
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physical quantum computing hardware.

In a further aspect of the present systems and methods, the practical
implementation of an adiabatic quantum processor in the presence of non-absolute
zero temperature is described. As a specific embodiment, a quantum processor
comprising superconducting flux qubits is considered. However, those of skill in
the art will appreciate that the concepts embodied herein may be applied to other
forms of quantum processors implementing other forms of qubits.

Adiabatic quantum computation (and, more generally, quantum
annealing) may be implemented in a variety of different ways, but the end goal is
generally the same: find a low-energy state, such as a ground state, of a system
Hamiltonian where the system Hamiltonian encodes a computational problem and
the low-energy state represents a solution to the computational problem. The
system Hamiltonian may therefore be referred to as a “problem Hamiltonian.” The
exact form of the problem Hamiltonian may vary depending on the hardware upon
which it is being implemented. As an example, a quantum processor comprising
superconducting flux qubits may be used to embody a problem Hamiltonian

substantially in the form of a 2-local Ising Hamiltonian given in equation 1:

HP ZZhiO'iz-i-z.]ijO'izO'; (1)
i=1

ij=1
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Here, n represents the number of qubits, o, is the Pauli Z-matrix for
the M qubit, and h; and Jj are dimensionless local fields coupled to each qubit.
The h; terms in equation 1 may be physically realized by respectively coupling flux
signals ®x to the qubit loop of each " qubit. The Jj terms in equation 1 may be
physically realized by respectively coupling the qubit loops of pairs of qubits (qubits
i and j, respectively) together with a coupling strength that is at least partially
governed by an applied coupler flux bias ®,. Determining a low-energy state, such

as a ground state, of the 2-local Ising Hamiltonian in equation 1 is known to be
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computationally difficult. Other problems may be mapped to the 2-local Ising
Hamiltonian; thus, this Hamiltonian may be cast as the general problem
Hamiltonian in a quantum processor that implements quantum annealing. To
anneal the Hamiltonian described by equation 1, a disorder term may be added as

previously described, thereby realizing an evolution Hamiltonian given by equation
2:

n n n
Hy = ho! +Y Joi07 +) Ao} @
i=1 i,j=1 i=1

where o} is the Pauli X-matrix for the ™ qubit and A; is the single
qubit tunnel splitting induced in the " qubit. During annealing, the tunnel splitting
Ay is gradually removed until only the problem Hamiltonian given by equation 1
remains. A brief description of how quantum annealing of the 2-local Ising
Hamiltonian may be realized using a quantum processor comprising
superconducting flux qubits is now provided.

Figure 6 is a schematic diagram of a portion of a conventional
superconducting quantum processor 600 designed for quantum annealing (and/or
adiabatic quantum computation). The portion of superconducting quantum
processor 600 shown in Figure 6 includes two superconducting flux qubits 601,
602 and a tunable ZZ-coupler 611 coupling information therebetween. While the

portion of quantum processor 600 shown in Figure 6 includes only two qubits 601,
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602 and one coupler 611, those of skill in the art will appreciate that the full
quantum processor 600 may include any number of qubits, and any number of
coupling devices coupling information therebetween.

The portion of quantum processor 600 shown in Figure 6 may be
implemented to physically realize the Hamiltonians described by equation 1 and
equation 2. In order to provide the o” and o* terms in these Hamiltonians,
quantum processor 600 includes programming interfaces 621-625 that are used to

configure and control the state of quantum processor 600. Throughout this

“"specification and the appended claims, the term “programming interface” is used to

refer to a structure that is operable to couple programming and/or control signals to
a specific device or component of a quantum processor. In the illustrated
embodiment, each of programming interfaces 621-625 is realized by a respective
inductive coupling structure that is controlled by a programming system (not
shown). Such a programming system may be programmed using an operational
subsystem that separate from quantum processor 600, or an operational
subsystem that is included locally (i.e., on-chip with quantum processor 600) as
described in US Patent Publication 2008-0215850.

In the operation of quantum processor 600, programming interfaces
621 and 624 may each be used to couple a respective flux signal @¢,,into a
respective compound Josephson junction 631, 632 of qubits 601 and 602, thereby
realizing the A; terms in the system Hamiltonian. This coupling provides the o
terms of equation 2. Similarly, programming interfaces 622 and 623 may each be
used to couple a respective flux signal ®x into a respective qubit loop of qubits 601
and 602, thereby realizing the h; terms in the system Hamiltonian. This coupling
provides the o” terms of equations 1 and 2. Programming interface 625 may be
used to control the coupling between qubits 601 and 602 through coupler 611,
thereby realizing the Jj; terms in the system Hamiltonian. This coupling provides

the o”c” terms of equations 1 and 2. In Figure 6, an exemplary contribution of

30



WO 2010/151581 PCT/US2010/039643

5

10

15

20

25

each of programming interfaces 621-625 to the system Hamiltonian is indicated in
boxes 621a-625a, respectively.

A small-scale, two-qubit quantum annealing computation may be
performed using the portion of quantum processor 600 shown in Figure 6. The
problem Hamiltonian described by equation 1 may be realized by using
programming interfaces 622 and 623 to establish the h;o” terms and coupler 611,
as controlled by programming interface 625, to establish the J;,0”°0” term. During

annealing, the disorder term I'"H , may be realized by using programming

“interfaces 621 and 624 to establish the A;0* terms. This induces tunnel splitting in

qubits 601 and 602. As the system evolves, the A;g* terms established by
programming interfaces 621 and 624 may be gradually removed such that, at the
end of the annealing process, only the terms that define equation 1 remain.

As previously described, most theoretical development of adiabatic
quantum computation and quantum annealing has, to date, been restricted to an
idealized model operated at absolute zero temperature. In accordance with an
aspect of the present systems and methods, the operation of a system designed
for adiabatic quantum computation and/or quantum annealing (hereinafter
generalized as “quantum annealing”) may be adapted to accommodate
thermodynamic effects at non-absolute zero temperature.

A prominent effect of quantum annealing on a processor operated at
non-absolute zero temperature is a resulting thermal distribution of the processor
states. That is, thermodynamic effects can influence the final state in which the
system settles at the end of an evolution, even if the evolution satisfies the
adiabatic condition. In some embodiments, the resulting thermal distribution of the
processor states may substantially align (i.e., within reasonable bounds of

uncertainty) with the probability distribution given by equation (3):
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where P; is the probability that the system will settle into the i" state,
E;is the energy of the i"" state, kg is the Boltzmann constant, and T is the system
temperature. The ground state of the system (for which let i = G) is the state with
the lowest energy, Eg. Equation 3 describes a thermal distribution for which P;

decreases as E; increases. It follows, then, that the ground state, which has the
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lowest energy Eg among all the i states, may typically be the most probable state
in a thermal distribution.

A consequence of the thermodynamic probability distribution
described in equation 3 is that the probability of the system settling into the ground
state is always less than 1 when operating at non-absolute zero temperature. in
accordance with an aspect of the present systems and methods, it is therefore
advantageous to run multiple iterations of a quantum annealing algorithm to
improve the likelihood of obtaining the ground state as a solution.

Figure 7 is a flow-diagram of a method 700 for solving a problem
using a quantum system comprising a plurality of qubits. Method 700 includes
seven acts 701-707, though those of skill in the art will appreciate that in
alternative embodiments additional acts or steps may be included or omitted in
various applications of method 700. At 701, the quantum system is initialized in a
first configuration embodying an initialization Hamiltonian H;. The initialization
Hamiltonian H; may, for example, be similar to the Hamiltonian described in
equation 2 and the initialization procedure may be similar to that described in the
context of Figure 6. At 702, the quantum system is evolved until it is described by
a second configuration embodying a problem Hamiltonian He. The problem
Hamiltonian Hr may, for example, be similar to the Hamiltonian described in
equation 1 and the evolution procedure may be similar to that described in the

context of Figure 6. At 703, a state of the quantum system is read out. In some
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embodiments, this may include reading out the state of each qubit in the quantum
system. At 704, the state of the quantum system that is read out in act 703 is
stored. The state of the system may be stored, for example, in a computer-
readable medium. At 705, acts 701-704 are repeated for a number N of iterations,
where N > 1, thereby producing a set of N stored states, where at least two stored
states in the set of N stored states are identical to one another such that the set of
N stored states consists of M unique states, where M < N. At 706, a state that

occurs most frequently among the set of N stored states is identified. The state

_ processor, such as a classical digital computer processor. In some embodiments,

a probability distribution describing the number of occurrences of each of the M
unique states in the set of N stored states may be generated using the computer
processor. In such embodiments, a state that occurs most frequently among the
set of N stored states may be identified as the state having a highest probability in
the probability distribution. At 707, the state identified in act 706 is returned as a

In some embodiments, the problem Hamiltonian He may include a
ground state, and the state that occurs most frequently among the set of N stored
states may correspond to the ground state. In some embodiments, the problem
Hamiltonian Hp may include a ground state, a first excited state, and a second
excited state, and the state that occurs most frequently among the set of N stored

states may correspond to one of the ground state, the first excited state, and the

While the ground state may, thermodynamically speaking, be the

5
10
15
solution to the problem.
20
second excited state.
25

most probable state of the quantum processor at the end of an adiabatic evolution,
a finite number of low-energy excited states (i.e., excited states that are close in
energy to the ground state) may each exhibit a “statistically significant” probability
of being the final state into which the system settles. The “statistical significance”

of the probability of the system settling in a particular low-energy excited state may
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depend, at least in part, on the difference between the energy of the excited state
Ex and the energy of the ground state Eg. The probability of the system settling in
a particular excited state may be considered “statistically significant” if the energy

Ex of the particular excited state satisfies the condition:
Ex— Eg < AE
where AE is some energy threshold. A majority of low-energy excited states will

typically be found within a broad energy threshold of AE = 100ksT. However, most

low-energy states with a significant probability of being the final state into which

10

15

20

25

example, an energy threshold of AE = 3kgT may ensure that each excited state
with AE of the ground state energy Eg has a greater than 5% probability of being
the final state into which the system settles. Thus, in some embodiments, for a
q‘uantum processor operated at a non-absolute zero temperature T, there is a 95%
probability that the state into which the system settles after an adiabatic evolution
will be either the ground state or an excited state having energy Ex in the range Eg
< Ex < Eg + 3ksT. The higher the number of iterations N, the more likely it is that
the highest-probability state will manifest itself as the most frequently occurring
state. It follows that the state that occurs the most frequently among the set of N
stored states may reasonably be expected to correspond to either the ground state
or at least one of the excited energy states from the set of excited energy states.

In many applications, a low-energy excited state having energy Ex in the range Eg
< Ex < Eg + 3ksT may represent a satisfactory solution to the problem.

Those of skill in the art will appreciate, however, that an energy
threshold AE that is either greater or lesser than 3kgT may be enforced depending
on the nature of the specific application.

In accordance with the present systems and methods, method 700
may be employed using a problem-solving system comprising a quantum
processor, an operational subsystem for configured to enable acts 701 and 702, a

readout subsystem configured to enable act 703, and a computer processor
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configured to enable acts 704 and 706-707. An example of an appropriate
computer processor is a classical digital computer processor.

Method 700 describes a first approach to improving the likelihood of
obtaining the ground state in an implementation of quantum annealing. Method
700 relies on the presence of recurring states in the set of N stored states,
because thermodynamic effects can result in the ground state being the most
recurring state. However, the advantages of repeating a quantum annealing

operation for multiple iterations can be realized completely independently of

whether or not there are recurring states in the set of N stored states.”
Figure 8 is a flow-diagram of a method 800 for solving a problem

using a quantum system comprising a plurality of qubits. Method 800 includes

alternative embodiments additional acts or steps may be included or omitted in
various applications of method 800. Acts 801-804 are similar to acts 701-704,
respectively, of method 700 as previously described. At 805, acts 801-804 are
repeated for a number N of iterations, where N > 1, thereby producing a set of N
stored states, of which at least M are unique states, where M < N. At 806, the
respective energy corresponding to each of the M unique states is evaluated.
These energies may be evaluated, for example, using a computer processor, such
as a classical digital computer processor. At 807, the state that has the lowest
corresponding energy among the M unique states is identified and returned as a

solution to the problem. In some embodiments, a computer processor may be

In some embodiments, the problem Hamiltonian Hr may include a

5
10
seven acts 801-807, though those of skill in the art will appreciate that in
15
20
used to identify the state that has the lowest corresponding energy.
25

ground state, and the state that has the lowest corresponding energy among the .
set of M unique states may be the ground state. In some embodiments, the
problem Hamiltonian Hp may include a ground state, a first excited state, and a
second excited state, and the state that has the lowest corresponding energy

among the set of M unique states may be one of the ground state, the first excited
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state, and the second excited state. In embodiments explicitly operated at non-
absolute zero temperature T, the problem Hamiltonian Hp may include a ground
state having an energy Eg and a set of excited energy states each having a
respective energy Ex in the range Eg < Ex < Eg + 3kgT. In such embodiments, the
state that has the lowest corresponding energy among the M unique states may
correspond to one of the excited energy states from the set of excited energy
states.

In accordance with the present systems and methods, method 800

10

15

20

25

may be employed using a problem-solving system comprising a quantum
processor, an operational subsystem for configured to enable acts 801 and 802, a
readout subsystem configured to enable act 803, and a computer processor
configured to enable acts 804 and 806-807. An example of an appropriate
computer processor is a classical digital computer processor.

In accordance with the present systems and methods, the various
embodiments described herein may be implemented on their own or in
combination. For example, methods 700 and 800 both require multiple iterations,
where each iteration involves evolving a quantum system until it is described by a
configuration that embodies the same problem Hamiltonian. In some
embodiments, it may be advantageous to incorporate the teachings of methods
400 and 500 into methods 700 and 800 by utilizing different equivalent
configurations in at least some successive iterations. In some embodiments,
evolving the quantum system until the quantum system is described by a second
configuration embodying a problem Hamiltonian Hp includes evolving the quantum
system until the quantum system is described by one of a plurality of second
configurations, wherein each second configuration in the plurality of second
configurations represents a different embodiment of the same problem Hamiltonian
Hp.

The above description of illustrated embodiments, including what is

described in the Abstract, is not intended to be exhaustive or to limit the
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embodiments to the precise forms disclosed. Although specific embodiments of
and examples are described herein for iliustrative purposes, various equivalent
modifications can be made without departing from the spirit and scope of the
disclosure, as will be recognized by those skilled in the relevant art. The teachings
provided herein of the various embodiments can be applied to other systems and
methods of quantum computation, not necessarily the exemplary systems and
methods for quantum computation generally described above.

The various embodiments described above can be combined to

“provide further embodiments. All of the U.S. patents, U.S. patent application

publications, U.S. patent applications, foreign patents, foreign patent applications
and non-patent publications referred to in this specification and/or listed in the
Application Data Sheet, including but not limited to US Provisional Patent
Application Serial No. 61/220,860, filed June 26, 2009 and entitled “Systems and
Methods for Realizing Fault Tolerance in Physical Quantum Computing Hardware,”
US Provisional Patent Application Serial No. 61/239,917, filed September 4, 2009
and entitled “Systems and Methods for Adiabatic Quantum Computation in the
Presence of Non-Absolute Zero Temperature,” US Patent Pubiication No. 2006-
0225165 (now U.S. patent 7,533,068), US Patent Publication 2008-0176750, US
Patent Application Serial No. 12/266,378 published as U.S. Patent Publication
2009-0121215, PCT Patent Application Serial No. PCT/US09/37984 published as
PCT Patent Publication 2009-120638,, US Patent No. 7,135,701, and US Patent
Publication 2008-0215850 are incorporated herein by reference, in their entirety.
Aspects of the embodiments can be modified, if necessary, to employ systems,
circuits and concepts of the various patents, applications and publications to
provide yet further embodiments.

These and other changes can be made to the embodiments in light
of the above-detailed description. In general, in the following claims, the terms
used should not be construed to limit the claims to the specific embodiments

disclosed in the specification and the claims, but should be construed to include all
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possible embodiments along with the full scope of equivalents to which such

claims are entitled. Accordingly, the claims are not limited by the disclosure.
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CLAIMS

1. A method of using a quantum processor to determine a solution to
a problem, wherein the quantum processor comprises a plurality of elements, the
method comprising:

generating a representation of the problem using a first computer
processor,

programming the elements of the quantum processor in a first

configuration that embodies the representation of the problem;

operating the quantum processor in the first configuration to determine a
first solution to the problem;

storing the first solution to the problem;

programming the elements of the quantum processor in a second
configuration that embodies the representation of the problem, wherein the second
configuration is different from the first configuration such that at least one element of the
quantum processor is programmed differently in the second configuration compared to
the first configuration; and

operating the quantum processor in the second configuration to determine

a second solution to the problem.
2. The method of claim 1 wherein operating the quantum processor
includes performing at least one of an adiabatic quantum computation and an

implementation of quantum annealing.

3. The method of claim 1 wherein the second configuration includes at

least one of a rotation of the first configuration and a reflection of the first configuration.

4, The method of claim 1, further comprising:
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determining a first preferred solution to the problem by comparing the
second solution to the first solution, wherein the first preferred solution to the problem
includes the one of the first solution and the second solution that best satisfies at least

one criterion.

5. The method of claim 4, further comprising:
storing the first preferred solution to the problem;

programming the elements of the quantum processor in at least one

~additional configuration that embodies the representation of the problem, wherein the at

least one additional configuration is different from both the first configuration and the
second configuration such that at least one element of the quantum processor is
programmed differently in the at least one additional configuration compared to both the
first configuration and the second configuration;

operating the quantum processor in the at least one additional
configuration to determine at least one additional solution to the problem; and

determining a second preferred solution to the problem by comparing the
at least one additional solution to the first preferred solution, wherein the second
preferred solution to the problem includes the one of the at least one additional solution

and the first preferred solution that best satisfies the at least one criterion.

6. The method of claim 1, further comprising:

storing the second solution to the problem;

programming the elements of the quantum processor in at least one
additional configuration that embodies the representation of the problem, wherein the at
least one additional configuration is different from both the first configuration and the
second configuration such that at least one element of the quantum processor is
programmed differently in the at least one additional configuration compared to both the

first configuration and the second configuration; and
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operating the quantum processor in the at least one additional

configuration to determine at least one additional solution to the problem.

7. The method of claim 6, further comprising: ‘

determining a preferred solution to the problem by comparing the first
solution, the second solution, and the at least one additional solution, wherein the
preferred solution to the problem includes the one of the first solution, the second

solution, and the at least one additional solution that best satisfies at least one criterion.

8. A processor system comprising:

a quantum processor comprising a plurality of elements;

an operational subsystem including a plurality of programming interfaces
operable to program the plurality of elements, the operational subsystem configured to
program the plurality of elements of the quantum processor in a first configuration that
embodies a problem, operate the quantum processor in the first configuration to
determine a first solution to the problem, program the plurality of elements of the
quantum processor in a second configuration that embodies the problem, wherein the
second configuration is different from the first configuration such that at least one
element of the quantum processor is programmed differently in the second configuration
compared to the first configuration, and operate the quantum processor in the second
configuration to determine a second solution to the problem; and

a read out subsystem configured to read out the first solution to the
problem, store the first solution to the problem, and read out the second solution to the

problem.

9. The processor system of claim 8 wherein the quantum processor
includes a superconducting quantum processor and at least one element is selected
from the group consisting of a superconducting flux qubit, a superconducting charge

qubit, a superconducting phase qubit, and a superconducting coupler.
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10. A method of operating a quantum processor, the method
comprising:

programming the quantum processor in a first configuration that embodies
a problem;

performing a first quantum computation using the quantum processor
programmed in the first configuration to determine a first solution to the problem;

storing the first solution to the problem;

programming the quantum processor in a second configuration that

embodies the problem, wherein the second configuration is different from the first
configuration; and
performing a second quantum computation using the quantum processor

programmed in the second configuration to determine a second solution to the problem.

11.  The method of claim 10 wherein performing a first quantum
computation includes performing at least one of an adiabatic quantum computation and
an implementation of quantum annealing, and wherein performing a second quantum
computation includes performing at least one of an adiabatic quantum computation and

an implementation of quantum annealing.

12.  The method of claim 10 wherein programming the quantum
processor in a second configuration that embodies the problem includes programming
the quantum processor in the second configuration that includes at least one of a

rotation of the first configuration and a reflection of the first configuration.

13.  The method of claim 10, further comprising:

determining a first preferred solution to the problem by comparing the
second solution to the first solution, wherein the first preferred solution to the problem
includes the one of the first solution and the second solution that best satisfies at least

one criterion.
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14.  The method of claim 13, further comprising:

storing the first preferred solution to the problem;

programming the quantum processor in at least one additional
configuration that embodies the problem, wherein the at least one additional
configuration is different from both the first configuration and the second configuration;

performing at least one additional quantum computation using the
quantum processor programmed in the at least one additional configuration to
determine at least one additional solution to the problem; and

~ " determining a second preferred solution to the problem by comparing the

at least one additional solution to the first preferred solution, wherein the second
preferred solution to the problem includes the one of the at least one additional solution

and the first preferred solution that best satisfies at ieast one criterion.

15. The method of claim 10, further comprising:

storing the second solution to the problem;

programming the quantum processor in at least one additional
configuration that embodies the problem, wherein the at least one additional
configuration is different from both the first configuration and the second configuration;
and

performing at least one additional quantum computation using the
quantum processor programmed in the at least one additional configuration to

determine at least one additional solution to the problem.

16. The method of claim 15, further comprising:

determining a preferred solution to the problem by comparing the first
solution, the second solution, and the at least one additional solution, wherein the
preferred solution to the problem includes the one of the first solution, the second

solution, and the at least one additional solution that best satisfies at least one criterion.
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17. A processor system comprising:

a quantum processor;

an operational subsystem including a plurality of programming interfaces
operable to program the quantum processor, the operational subsystem configured to
program the quantum processor in a first configuration that embodies a problem,
perform a first quantum computation using the quantum processor programmed in the
first configuration to determine a first solution to the problem, program the quantum

processor in a second configuration that embodies the problem, wherein the second

configuration is different from the first configuration, and perform a second quantum
computation using the quantum processor programmed in the second configuration to
determine a second solution to the problem; and

a read out subsystem configured to read out the first solution to the
problem, store the first solution to the problem, and read out the second solution to the

problem.

18.  The processor system of claim 17 wherein the quantum processor
includes a superconducting quantum processor having at least one element selected
from the group consisting of a superconducting flux qubit, a superconducting charge

qubit, a superconducting phase qubit, and a superconducting coupler.

19. A method of using a quantum processor to determine a solution to
a problem, wherein the quantum processor comprises a plurality of elements, the
method comprising:

determining a set of at least two equivalent configurations for the elements
of the quantum processor, wherein each configuration in the set of equivalent
configurations represents the problem; and

for each respective configuration:

programming the elements of the quantum processor in the configuration;
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operating the guantum processor in the configuration to determine a
solution to the problem; and

storing the solution to the problem.

20. The method of claim 19, further comprising:
determining a preferred solution to the problem, wherein the preferred

solution includes the solution that best satisfies at least one criterion.

21, The method of claim 19 wherein operating the quantum processor
includes performing at least one of an adiabatic quantum computation and an

implementation of quantum annealing.

22. A processor system comprising:

a quantum processor comprising a plurality of elements;

an operational subsystem including a plurality of programming interfaces
operable to program the plurality of elements, the operational subsystem configured to
iteratively operate the quantum processor by, for each iteration, programming the
elements of the quantum processor in a respective configuration from a set of
equivalent configurations that represent a problem, and performing a quantum
computation to determine a respective solution to the problem corresponding to each
respective configuration; and _

a read out subsystem configured to read out and store each respective

solution to the problem.

23.  The processor system of claim 22 wherein the quantum processor
includes a superconducting quantum processor having at least one element selected
from the group consisting of a superconducting flux qubit, a superconducting charge

qubit, a superconducting phase qubit, and a superconducting coupler.
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24. A method for solving a problem using a quantum system that
includes a plurality of qubits, the method comprising:

A) initializing the quantum system in a first configuration embodying an
initialization Hamiltonian H;;

B) evolving the quantum system until the quantum system is described by
a second configuration embodying a problem Hamiltonian Hp;

C) reading out a state of the quantum system;

D) storing the state of the quantum system in a computer-readable

medium; D
E) repeating acts A) through D) at least N times, where N > 1, to produce
a set of N stored states, wherein at least two of the stored states in the set of N stored
states are identical to one another such that the set of N stored states consists of M
unique states, where M < N,

F) identifying a state that occurs most frequently among the set of N
stored states using a computer processor; and

G) returning the state that occurs most frequently as a solution to the

problem.

25.  The method of claim 24, further comprising:

generating a probability distribution describing the number of occurrences
of each of the M unique states in the set of N stored states using the computer
processor, wherein identifying a state that occurs most frequently among the set of N
stored states includes identifying a state having a highest probability in the probability

distribution.
26. The method of claim 24 wherein the problem Hamiltonian Hp

includes a ground state, and wherein the state that occurs most frequently among the

set of N stored states corresponds to the ground state.
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27. The method of claim 24 wherein evolving the quantum system
includes evolving the quantum system at a non-absolute zero temperature T, and
wherein the problem Hamiltonian Hp includes a ground state having an energy Eg and a
set of excited energy states each having a respective energy Ex in the range Eg < Ex <
Eg + 100ksT, and wherein the state that occurs most frequently among the set of N
stored states corresponds to one of the excited energy states from the set of excited

energy states.

28. " The method of claim 24 wherein evolving the quantum system
includes evolving the quantum system at a non-absolute zero temperature T, and
wherein the problem Hamiltonian Hp includes a ground state having an energy Ec and a
set of excited energy states each having a respective energy Ex in the range Eg < Ex <
Ec + 3kgT, and wherein the state that occurs most frequently among the set of N stored
states corresponds to one of the excited energy states from the set of excited energy

states.

29. The method of claim 24 wherein the problem Hamiltonian Hp
includes a ground state, a first excited state, and a second excited state, and wherein
the state that occurs most frequently among the set of N stored states corresponds to

one of the ground state, the first excited state, and the second excited state.

30. The method of claim 24 wherein evolving the quantum system until
the quantum system is described by a second configuration embodying a problem
Hamiltonian Hp includes evolving the quantum system until the quantum system is
described by one of a plurality of second configurations, wherein each second
configuration in the plurality of second configurations represents a different embodiment

of the same problem Hamiltonian Hp.
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31. A problem-solving system comprising:
a quantum processor comprising a plurality of elements;
an operational subsystem including a plurality of programming interfaces
operable to program the plurality of elements, the operational subsystem configured to:
initialize the quantum processor in a first configuration embodying
an initialization Hamiltonian H;;
evolve the quantum processor until the quantum system is

described by a second configuration embodying a problem Hamiltonian Hp; and

repeat the initialization and evolution of the quantum processor for
at least N iterations, where N > 1;

a read out subsystem configured to read out a state of the quantum
processor in a second configuration for each of the N iterations; and

a computer processor configured to:

store the state of the quantum processor for each of the N
iterations, thereby producing a set of N stored states, wherein at least two stored states
in the set of N stored states are identical to one another such that the set of N stored
states consists of M unique states, where M < N,

, identify a state that occurs most frequently among the set of N

stored states; and

return the state that occurs most frequently.

32.  The problem-solving system of claim 31 wherein the quantum

processor is a superconducting quantum processor comprising superconducting qubits.

33. A method for solving a problem using a quantum system
comprising a plurality of qubits, the method comprising:
initializing the quantum system in a first configuration embodying an

initialization Hamiltonian H;,
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evolving the quantum system until it is described by a second
configuration embodying a problem Hamiltonian Hg;

reading out a state of the quantum system;

storing the state of the quantum system in a computer-readable medium;

repeating the initializing the quantum system, the evolving the quantum
system, the reading out the state of the quantum system and the storing the state of the
quantum system at least N times, where N > 1, thereby producing a set of N stored

states, of which at least M are unique states, where M < N,

evaluating a respective energy corresponding to each of the M unique
states using a computer processor,

identifying a state that has a lowest corresponding energy among the M
unique states; and

returning the state that has the lowest corresponding energy as a solution

to the problem.

34. The method of claim 33 wherein the problem Hamiltonian Hp
includes a ground state, and wherein the state that has the lowest corresponding

energy among the M unique states corresponds to the ground state.

35. The method of claim 33 wherein evolving the quantum system
includes evolving the quantum system at a non-absolute zero temperature T, and
wherein the problem Hamiltonian Hr includes a ground state having an energy Eg and a
set of excited energy states each having a respective energy Ex in the range Eg < Ex <
Ec + 100kgT, and wherein the state that has the lowest corresponding energy among
the M unique states corresponds to one of the excited energy states from the set of

excited energy states.

36. The method of claim 33 wherein evolving the quantum system

includes evolving the quantum system at a non-absolute zero temperature T, and
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wherein the problem Hamiltonian Hp includes a ground state having an energy Eg and a
set of excited energy states each having a respective energy Ex in the range Eg < Ex <
E + 3kgT, and wherein the state that has the lowest corresponding energy among the
M unique states corresponds to one of the excited energy states from the set of excited

energy states.

37. The method of claim 33 wherein the problem Hamiltonian Hp

includes a ground state, a first excited state, and a second excited state, and wherein

~ the state that has the lowest corresponding energy among the M unique states
corresponds to one of the ground state, the first excited state, and the second excited

state.

38.  The method of claim 33 wherein evolving the quantum system until
the quantum system is described by a second configuration embodying a problem
Hamiltonian Hp includes evolving the quantum system until it is described by one of a
plurality of second configurations, wherein each second configuration in the plurality of
second configurations represents a different embodiment of the same problem

Hamiltonian Hpe.

39. A problem-solving system comprising:
a quantum processor comprising a plurality of elements;
an operational subsystem including a plurality of programming interfaces
operable to program the plurality of elements, the operational subsystem configured to:
initialize the quantum processor in a first configuration embodying
an initialization Hamiltonian H;;
evolve the quantum processor until it is described by a second
configuration embodying a problem Hamiltonian Hp; and
repeat the initialization and evolution of the quantum system for at

least N iterations, where N > 1;
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a read out subsystem configured to read out a state of the quantum

processor in a second configuration for each of the N iterations; and
a computer Aprocessor configured to:

store the state of the quantum processor for each of the N
iterations, thereby producing a set of N stored states, of which at least M are unique
states, where M < N, _

evaluate a respective energy corresponding to each of the M
unigque states;
| “identify a state that has a lowest corresponding energy among the
M unique states; and '

return the state that has the lowest corresponding energy.

40. The problem-solving system of claim 39 wherein the quantum

processor is a superconducting quantum processor comprising superconducting qubits.

51



WO 2010/151581

100

103

102

108

107

106

105

—

Q

109

PCT/US2010/039643

| e}

10

-~

<

s

-~

FIGURE 1






000000000000000000000000000000




PCT/US2010/039643

WO 2010/151581

¥ J4NOI

4/8

~1

4

L0¥

LOIN|OS 1541} 841 0] UOMN|0S pUod8as syl sledwio)

_—F

¢

90v

waejgoud
Y] 0] LUON|OS pUOISs B sullIslep 01 UoRBINBYUod puodss syl Ul J05s5820id wWniuenb syl selado

+11)

uonesnblyuod
1541} 83 Lo} JusislIp §1 UoNRINBIL0D PU0das 8] Ulaisym ‘Wws|qoid syl Jo uoiejussaidel
8y} S81poqgLUs 12Ul uoeInbijuod puodss g Ul 10558201d Wwinjuend suy Jo sjuswis)s syl welboid-ay

wa|gold 8yj 0] UOAN|OS 1541 8Y] 8I01S

Wejqosd syl 01 UOIN|OS 151l B sUILLISISP 0} UONRINGLUD 1S1y sy Ul Jossedoud wnjuenb sy sllad)
|

Wwajgo.d syl Jo uojelusssaldal
Sy} selpoquue 1ey) uoneInBYU o2 1541 B Ul J10sse204d wnjuenb e jo sjusLus|s syl weibold

wis|gold syl Jo Uoneiuesaldel B slRIBUSS

00v



PCT/US2010/039643

WO 2010/151581

5/8

G 34N9I4

" uopnjos palislsid syl sUILLISIEP 0} SUONN|OS PBIOIS 8] 81en|BAT

|
€0¢G
wsjqold ayz 01 UDINOS 8yl 81015

....\\lll\..l.

A
wajgo.d .
sUj 0] UOIN|OS B BUILLIBlep 0] LoiRINBIU0D uonenfiyuod sapdedsel Ydes o

1 8y] Ul Josseooud wnuenb syl e1eledQ

[AAY]
uonesnbByuod eyl Ut losssdold
| winiuenb sy Jo sjusLlsls syl weibold

] J

| YA

~ 1

wisjqosd ay] sjusessldal

LOS suoRINBRUOD US|IBAINDS JO 18S 8Y] Ul UoneInbyuod yoes ulelsym '10sse00.d

winuenb syl Jo SIUSLSIS 8] J0) SUseINBILoD 1UseaInbs JO 185 B aUILLBIS(]

¢0s

006



PCT/US2010/039643

WO 2010/151581

g 24nbi14
1dVY d0ldd

—~BCCY

| Amvb u) _

009



PCT/US2010/039643

WO 2010/151581

/ 34N9I4

7/8

ey ol
7
K

104

Wwejqoid sy 0] LORN|OS B S Alusnbal) 1S0W SIn220 12yl 81els eyl Buiuiniey

591815 PaIols 1y JO 165 2y} Buolwie Ajusnbal) 150W Sind20 18yl 91e1s B Ajusp

W N > (4 818UM 'S8]EIS anbiUn py JO SISISUOD S818)5 PBlols i 0 18S 8
1BU] YONS JBYIOUE 8UO O] [BDIUSP| 818 S8IEIS PaIOlS [V JO 185 8U] Ul 581E1S PaI0]S 0M] 1SB8)| 18 aJaUm

‘581815 PLU0}S N JO 185 B Budnpold Ageleyl | < j 81aym ‘sewlll ) 1ses| 1e #02-L 0. S jeaday

AN

WalsAs winjuenb sy Jo 81e1s 8] 81015

LWBISAS Wwinjuenb syl Jo 81215 B 1IN0 peay

91 uBiUOYILIBH
wsjgoid e|BuiApoquie uoneinBiLuod puodses & AQ paqudssp 5111 |aUn LWselsAs wnjuenb syl 8A|0A7

'14 UBjUOYLUBH UOHBZI[RHUI UB BUIAPOGLUS LONRINBLUOD 1511 B U WSISAS Wniuenb syl oz|2 i)

—

004



PCT/US2010/039643

WO 2010/151581

8 34NOl4

8/8

Wwajgosd syl 0] UOAN|OS B S. 818l

S1y3 Winjal pue 'salels enbiun py syl Buowe ABlsus Buipuodseliod 15emo| B Sey Jey] eels e Ajiuap|

se1e15 enbiun y syl Jo yoes 01 Buipuodsariod ABlsus sAnoedsel e sleniea

10 'S8IRIS [

NS A 8Ialm 's8lels enbiun e py 15e8| 1 YdIym
81015 fy Jo 185 e Buonpold Agaleyl ' | < iy &Jaym 'sswill \y 1ses| 1. (8- 08 SIoe eadsey

5,

N

Wwia1sAs wniuenb ay) Jo 81els syl 8101S

WielsAs Lnjuenb syl Jo 81e1s B 1IN0 pesy

ws|go.d J

I upluolILEH
BuiApoqLus uoe.nBiuod puooas B AQ paguUossp S1 11 |IUN WelsAs wniuenb syl 8AjoA3

11 ueUOY|ILBH UoNBZIRIIUI UB BUIADOQLUS UORBINGIUOD 1511 B U1 LWS]SAS LUnjuRNb eyl oZIieniu|




